SPRINT 2 :

|  |  |
| --- | --- |
| Date | 15 November 2022 |
| Team ID | PNT2022TMID45948 |
| Project Name | Predicting the energy output of wind turbine based on weather condition |

In [ ]:

''' Model Building

Here we use 5 regression models as Linear Regression

Random Forest Regression

Support Vector Regressor Decision Tree Regressor XGBoost regressor

Check the metrics of the model save the model

'''

In [1]:

*# import libraries* **import** numpy **as** np **import** pandas **as** pd

**import** matplotlib.pyplot **as** plt

df **=** pd**.**read\_csv("Turbine\_data.csv",low\_memory**=False**,parse\_dates**=**["Unnamed: 0 df**.**head()

Out[1]:

In [2]:

df**.**shape

00:00:00+00:00

00:10:00+00:00

|  |  |  |  |
| --- | --- | --- | --- |
| **Unnamed: 0 ActivePower** | **AmbientTemperatue** | **WindDirection** | **WindSpeed** |
| **0** 2018-01-01 -5.357727 | 23.148729 | 8.000000 | 2.279088 |
| **1** 2018-01-01 -5.822360 | 23.039754 | 300.428571 | 2.339343 |
| **2** 2018-01-01 -5.279409 | 22.948703 | 340.000000 | 2.455610 |
| **3** 2018-01-01 -4.648054 | 22.966851 | 345.000000 | 2.026754 |
| **4** 2018-01-01 -4.684632 | 22.936520 | 345.000000 | 1.831420 |

00:20:00+00:00

00:30:00+00:00

00:40:00+00:00

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAAiCAYAAAA6RwvCAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAA+UlEQVRYhe3WwWqEMBDG8c9SFF/A9+479TAw9JCjx+RoTolCIglJT11KSmnQ3RVK/kcdhx8iwW5d1w9cW+r7/q3btu39YggAhM4Yk69WAMDL1YCvGqSsQcoapKxByhqk7DRESgkp5WnI65mHl2WBEAIAMI4jpmk6vOvwGzHGgJmRc0bOGcwMY8xzIc45EBFijLdrMUYQEZxzz4GEEEBE8N7/uOe9BxEhhPBYSEoJzAxr7a8z1lowM1JKj4MIIaC1/nNOa337iO8OmecZSqnqxUopzPNcPV/9z7rve/XS7w3DUDVXfY7ULjza/zni71WDlDVIWYOUNUjZJ8LCdgafuRQMAAAAAElFTkSuQmCC)

Out[2]: (118080, 5)

In [5]:

*# duplicate the date column to change it's name #parsing dates*

df['DateTime'] **=** df['Unnamed: 0']

df**.**drop('Unnamed: 0', axis**=**1, inplace**=True**)

In [6]:

*# Add datetime parameters*

df['DateTime'] **=** pd**.**to\_datetime(df['DateTime'], format **=** '%Y-%m-%dT%H:%M:%SZ',

errors **=** 'coerce')

df['year'] **=** df['DateTime']**.**dt**.**year

df['month'] **=** df['DateTime']**.**dt**.**month df['day'] **=** df['DateTime']**.**dt**.**day

df['hour'] **=** df['DateTime']**.**dt**.**hour

df['minute'] **=** df['DateTime']**.**dt**.**minute

In [4]:

*#check for null values*

df**.**isna()**.**sum()

|  |  |  |
| --- | --- | --- |
| Out[4]: | ActivePower | 23330 |
|  | AmbientTemperatue | 24263 |
|  | WindDirection | 45802 |
|  | WindSpeed | 23485 |
|  | DateTime | 0 |
|  | year | 0 |
|  | month | 0 |
|  | day | 0 |
|  | hour | 0 |
|  | minute  dtype: int64 | 0 |

In [7]:

*#handling null values*

df['AmbientTemperatue']**.**fillna(int(df['AmbientTemperatue']**.**mean()), inplace**=T** df['WindDirection']**.**fillna(int(df['WindDirection']**.**mean()), inplace**=True**)

df['WindSpeed']**.**fillna(int(df['WindSpeed']**.**mean()), inplace**=True**)

df['ActivePower']**.**fillna(int(df['ActivePower']**.**mean()), inplace**=True**)

In [6]:

*#splitting dependent and independent features*

independent\_features **=** df[['month','day','AmbientTemperatue','WindDirection', independent\_features**.**head()

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Out[6]: | **month** | **day** | **AmbientTemperatue** | **WindDirection** | **WindSpeed** |
|  | **0** 1 | 1 | 23.148729 | 8.000000 | 2.279088 |
|  | **1** 1 | 1 | 23.039754 | 300.428571 | 2.339343 |
|  | **2** 1 | 1 | 22.948703 | 340.000000 | 2.455610 |
|  | **3** 1 | 1 | 22.966851 | 345.000000 | 2.026754 |
|  | **4** 1 | 1 | 22.936520 | 345.000000 | 1.831420 |

In [7]:

target **=** df['ActivePower']

In [8]:

df\_new **=** independent\_features

X**=**np**.**asanyarray(df\_new)**.**astype('int') y**=**np**.**asanyarray(target)**.**astype('int') print(X**.**shape)

print(y**.**shape)

(118080, 5)

(118080,)

In [9]:

*# splitting the dataset into training and testing*

**from** sklearn.model\_selection **import** train\_test\_split

**from** sklearn **import** metrics

X\_train, X\_test, y\_train, y\_test **=** train\_test\_split(X, y, test\_size**=**0.3, rand

# Linear Regression

In [10]:

**from** sklearn.linear\_model **import** LinearRegression LR **=** LinearRegression()

LR**.**fit(X\_train,y\_train)

Out[10]: LinearRegression() In [11]:

*# predicting*

y\_train\_predict**=**LR**.**predict(X\_train) y\_test\_predict**=**LR**.**predict(X\_test)

In [12]:

print("-------Test Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_test, y\_test\_predict)) print('MSE:', metrics**.**mean\_squared\_error(y\_test, y\_test\_predict))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_test, y\_test\_predict)))

print("\n-------Train Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_train,y\_train\_predict)) print('MSE:', metrics**.**mean\_squared\_error(y\_train, y\_train\_predict))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_train, y\_train\_predict)))

print("\n-----Training Accuracy ")

print(round(LR**.**score(X\_train,y\_train),3)**\***100) print("-----Testing Accuracy ")

print(round(LR**.**score(X\_test,y\_test),3)**\***100)

-------Test Data--------

MAE: 149.04421616824322

MSE: 43810.98108666043

RMSE: 209.31072855126283

-------Train Data--------

MAE: 149.11934775839532

MSE: 42671.04510091187

RMSE: 206.56971002766082

-----Training Accuracy-------

85.8

-----Testing Accuracy--------

85.39999999999999

# SVM Regressor

In [ ]:

*#SVM regressor*

**from** sklearn **import** preprocessing

**from** sklearn **import** svm

svm\_regr **=** svm**.**SVC(kernel**=**'rbf')

svm\_regr**.**fit(X\_train, y\_train)

C:\Users\Lenovo\anaconda3\lib\site-packages\sklearn\utils\validation.py:993: DataConversionWarning: A column-vector y was passed when a 1d array was expec ted. Please change the shape of y to (n\_samples, ), for example using ravel

().

y = column\_or\_1d(y, warn=True)

In [ ]:

y\_test\_predict **=** svm\_regr**.**predict(X\_test)

y\_train\_predict **=** svm\_regr**.**predict(X\_train)

In [ ]:

**from** sklearn **import** metrics

print("-------Test Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_test, y\_test\_predict)) print('MSE:', metrics**.**mean\_squared\_error(y\_test, y\_test\_predict))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_test, y\_test\_predict)))

print("\n-------Train Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_train,y\_train\_predict)) print('MSE:', metrics**.**mean\_squared\_error(y\_train, y\_train\_predict))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_train, y\_train\_predict)))

print("\n-----Training Accuracy ")

print(round(svm\_regr**.**score(X\_train,y\_train),3)**\***100) print("-----Testing Accuracy ")

print(round(svm\_regr**.**score(X\_test,y\_test),3)**\***100)

# Decision Tree Regressor

In [10]:

**from** sklearn.tree **import** DecisionTreeRegressor

In [11]:

dec\_model **=** DecisionTreeRegressor(random\_state **=**1)

In [12]:

dec\_model**.**fit(X\_train,y\_train)

Out[12]: DecisionTreeRegressor(random\_state=1) In [13]:

*#13.Test the model*

y\_test\_pred **=**dec\_model**.**predict(X\_test) y\_test

Out[13]: array([ -5, -8, 972, ..., 284, 66, -5])

In [14]:

y\_preds **=** dec\_model**.**predict(X\_train)

In [15]:

y\_test\_pred **=** dec\_model**.**predict(X\_test)

In [16]:

**import** math

**from** sklearn.metrics **import** mean\_absolute\_error,r2\_score print(math**.**sqrt(mean\_absolute\_error(y\_train,y\_preds)))

3.7195365334034864

In [17]:

print(math**.**sqrt(mean\_absolute\_error(y\_test,y\_test\_pred)))

7.900532258260076

In [40]:

**from** sklearn **import** metrics

print("-------Test Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_test, y\_test\_pred)) print('MSE:', metrics**.**mean\_squared\_error(y\_test, y\_test\_pred))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_test, y\_test\_pred)))

print("\n-------Train Data ")

print('MAE:', metrics**.**mean\_absolute\_error(y\_train,y\_preds)) print('MSE:', metrics**.**mean\_squared\_error(y\_train, y\_preds))

print('RMSE:', np**.**sqrt(metrics**.**mean\_squared\_error(y\_train, y\_preds)))

print("\n-----Training Accuracy ")

print(round(dec\_model**.**score(X\_train,y\_train),3)**\***100) print("-----Testing Accuracy ")

print(round(dec\_model**.**score(X\_test,y\_test),3)**\***100)

-------Test Data--------

MAE: 62.41840996380805

MSE: 14889.978097767444

RMSE: 122.02449794105873

-------Train Data--------

MAE: 13.834952023323225

MSE: 2258.2346855734895

RMSE: 47.520886834880194

-----Training Accuracy-------

99.2

-----Testing Accuracy--------

95.0

In [17]:

print(math**.**sqrt(mean\_absolute\_error(y\_test,y\_test\_pred)))

7.900532258260076

In [29]:

print(r2\_score(y\_train,y\_preds))

0.9924647507707248

In [18]:

print(r2\_score(y\_test,y\_test\_pred))

0.9502981638437535

In [18]:

*#save the model*

**import** joblib

joblib**.**dump(dec\_model,'dec\_model.sav')

Out[18]:

In [ ]:

['dec\_model.sav']

2018**-**01**-**01 15:40:00**+**00:00 216.0396777 27.39363139 258 4.479

In [31]:

y\_preds **=** model**.**predict([[1,1,27.39363139,258,4.479508]]) y\_preds

Out[31]:

In [13]:

**from** sklearn.ensemble **import** RandomForestRegressor

random\_forest\_model **=** RandomForestRegressor(max\_depth**=**100, max\_features**=**'sqrt min\_samples\_split**=**10, n\_estimators**=**800)

random\_forest\_model**.**fit(X\_train, y\_train)

array([212.])

# Random Forest Regressor

Out[13]:

In [14]:

y\_train\_predict**=**random\_forest\_model**.**predict(X\_train) y\_test\_predict**=**random\_forest\_model**.**predict(X\_test)

RandomForestRegressor(max\_depth=100, max\_features='sqrt', min\_samples\_leaf=4, min\_samples\_split=10, n\_estimators=800)

In [15]:

print("-----------Training Accuracy ")

print(round(random\_forest\_model**.**score(X\_train,y\_train),3)**\***100) print("-----------Testing Accuracy ")

print(round(random\_forest\_model**.**score(X\_test,y\_test),3)**\***100)

-----------Training Accuracy------------

97.6

-----------Testing Accuracy------------

96.7

In [16]:

**from** sklearn.metrics **import** mean\_squared\_error,r2\_score

r2\_score(y\_train,y\_train\_predict)

Out[16]: 0.9761993646024032 In [ ]:

In [17]:

r2\_score(y\_test,y\_test\_predict)

Out[17]: 0.9669643887056775

In [21]:

**import** matplotlib.pyplot **as** plt

**import** seaborn **as** sns

**from** datetime **import** datetime

**from** matplotlib.pyplot **import** figure

**from** sklearn.preprocessing **import** MinMaxScaler

**import** sklearn

**from** sklearn.model\_selection **import** train\_test\_split

**from** sklearn.preprocessing **import** StandardScaler

**from** sklearn.decomposition **import** PCA

**from** sklearn.pipeline **import** Pipeline

**from** sklearn.linear\_model **import** LogisticRegression

**from** sklearn.tree **import** DecisionTreeClassifier

**from** sklearn.ensemble **import** RandomForestClassifier

**import** xgboost **as** xg

**import** numpy **as** np

**from** sklearn **import** svm

**from** sklearn.linear\_model **import** LinearRegression

# XGBoost Regressor

In [22]:

xg\_model **=** xg**.**XGBRegressor()

In [23]:

xg\_model**.**fit(X\_train,y\_train)

Out[23]:

XGBRegressor(base\_score=0.5, booster='gbtree', callbacks=None,

colsample\_bylevel=1, colsample\_bynode=1, colsample\_bytree=1, early\_stopping\_rounds=None, enable\_categorical=False,

eval\_metric=None, gamma=0, gpu\_id=-1, grow\_policy='depthwise', importance\_type=None, interaction\_constraints='',

learning\_rate=0.300000012, max\_bin=256, max\_cat\_to\_onehot=4,

max\_delta\_step=0, max\_depth=6, max\_leaves=0, min\_child\_weight=1, missing=nan, monotone\_constraints='()', n\_estimators=100, n\_jobs

=0,

=0,

num\_parallel\_tree=1, predictor='auto', random\_state=0, reg\_alpha reg\_lambda=1, ...)

In [23]:

y\_train\_predict**=**xg\_model**.**predict(X\_train) y\_test\_predict**=**xg\_model**.**predict(X\_test)

In [40]:

r2\_score(y\_train,y\_train\_predict)

Out[40]: 0.9695960085906646

In [31]:

*#x\_std = (x-x.min(axis =0))/(x.max(axis=0)- x.min(axis =0))*

**from** sklearn.preprocessing **import** MinMaxScaler scale1 **=** MinMaxScaler()

scale2 **=** MinMaxScaler()

xscaled **=** scale1**.**fit\_transform(X\_train) y\_train **=** y\_train**.**reshape(**-**1,1)

yscaled **=** scale2**.**fit\_transform(y\_train)

x\_test\_scaled **=** scale1**.**fit\_transform(X\_test) y\_test **=** y\_test**.**reshape(**-**1,1)

y\_test\_scaled **=** scale2**.**fit\_transform(y\_test)

In [25]:

xg\_model**.**fit(xscaled,yscaled)

Out[25]:

XGBRegressor(base\_score=0.5, booster='gbtree', callbacks=None,

colsample\_bylevel=1, colsample\_bynode=1, colsample\_bytree=1, early\_stopping\_rounds=None, enable\_categorical=False,

eval\_metric=None, gamma=0, gpu\_id=-1, grow\_policy='depthwise', importance\_type=None, interaction\_constraints='',

learning\_rate=0.300000012, max\_bin=256, max\_cat\_to\_onehot=4,

max\_delta\_step=0, max\_depth=6, max\_leaves=0, min\_child\_weight=1, missing=nan, monotone\_constraints='()', n\_estimators=100, n\_jobs

=0,

=0,

num\_parallel\_tree=1, predictor='auto', random\_state=0, reg\_alpha reg\_lambda=1, ...)

In [41]:

y\_train\_scaled\_predict **=** xg\_model**.**predict(xscaled)

In [42]:

y\_test\_scaled\_pred **=** xg\_model**.**predict(x\_test\_scaled)

In [33]:

print(r2\_score(y\_test\_scaled,y\_test\_scaled\_pred))

0.9620078964068732

In [27]:

r2\_score(yscaled,y\_train\_scaled\_predict)

Out[27]: 0.9699157582990736

In [29]:

*#save the model*

**import** joblib

joblib**.**dump(xg\_model,'xg\_RFR\_forecast\_model.sav')

Out[29]: ['xg\_RFR\_forecast\_model.sav'] In [ ]:

# ploting accuracy graph to choose best model for prediction

In [1]:

**import** numpy **as** np

**import** matplotlib.pyplot **as** plt

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACIAAAAiCAYAAAA6RwvCAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABSUlEQVRYhe2WPU6FQBRGv3sHBgKhZgOwA9wCFMYNEBYwiQ0ktC7BXVC4BSiMxj288i3AxAJj+6KF0ejEn0HwQTGnnPlyc+bOzWRoHMdnbABeW+ANK6JjRXSsiI4V0bEiOo5psOs6DMMwqXie56iqyihr3JGyLJFlmbFElmUoy9I4byzCzFBKIUmSX7NJkkApBWbzm580I1JKNE2DOI6/zcRxjKZpIKWcUnr6sEZRhLZtEUXRpL3FRYDXU9d1/enUUkrUdf1jtxYXAYA0TaGUAhGBiKCUQpqmfy0HmvtV7PseAFAUxZwy80WWYjMvqxXRsSIaj5sQcRzndhMiUsrL1UWEEDdb6MiT7/vnwIrDSkQPQRCcCiF2wISv4pIw8y4IgjNm3r+vHVOAiO49z7sIw/DkowTw/x05MPNeCHHnuu6VEOKaiA5fBV8A4C86YokCwpYAAAAASUVORK5CYII=)![](data:image/png;base64,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)

In [3]:

data **=**{"LR":85.9,"DTR":95.1,"RFR":96.2,"XGR":96.9}

models **=** list(data**.**keys()) acc **=** list(data**.**values())

fig **=** plt**.**figure(figsize **=**(10,5))

*#bar plot*

plt**.**bar(models,acc,color **=**'maroon',width **=**0.4) plt**.**xlabel("Machine Learning Models")

plt**.**ylabel("Accuracy") plt**.**show()